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Abstract

The use of photovoltaic panels for sustainable electricity generation is increasing worldwide. Hence, large solar power plants
must be monitored to find defects quickly and easily, avoiding prolonged interruptions in electricity generation. The present
study aims to analyse the incorporation of transfer learning in convolutional neural network models to classify defects in visible
spectral images of solar panels. Deep learning with convolutional neural networks is known for their precise classification
of images, but they need a significant volume of images and training time. Transfer learning is intended to help the training
process become faster and more precise. In addition, a publicly available image dataset was constructed using 36,000 images
containing three classes of defects and a class without defects to evaluate tested network models. In this study, 17 networks
were tested as potential classification models. The best network exhibited an accuracy higher than 99%. This accuracy was
obtained with the MobileNetV3 network, which was optimised with Nvidia Tensor RT to run on an edge device with low
power consumption and low weight, enabling the real-time classification of the defects presented in this study and allowing
the classification of an image in an average of 50 ms. This approach has yet to be explored in the literature, and this paper aims
to contribute to this discussion. The presented work has the limitation of not making image segmentation, where the image
obtained by the camera is directly classified. From experiments with a large dataset close to an in-field solar plant inspection,
trained models successfully classified the defined classes. These findings help solar plant operation and maintenance teams
make quick and accurate decisions about scheduled maintenance.

Keywords Photovoltaic panel - Failure classification - Convolutional neural networks - Embedded systems - Public image
dataset
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Following the growing energy demand, sustainable electric-
ity generation is a recurring issue worldwide. In many coun-
tries, the primary electricity source is sustainable hydropower.
However, they are adversely affected by droughts (Queiroz et
al. 2019). Thus, other sustainable sources of electricity have
been explored, such as photovoltaic (PV).
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lectricity generation through photovoltaic panels ranks
third in global production among sustainable sources (Inter-
national Energy Agency 2022). Nonetheless, the higher the
electricity demand, the larger the PV panel area required.
Thus, operation and maintenance (O & M) costs also
increase, which are critical in solar plants (Gallardo-Saavedra
etal.2018). Accordingly, new efficient inspection procedures
must be employed to reduce costs, which are highly technical
and economically essential (Victoria et al. 2021).

Computational algorithms are considered because many
images can be captured during inspection tasks. Deep learn-
ing (DL) has been used for PV inspections, with images
automating the inspection process (Yahya et al. 2022; Liet al.
2021). In DL, convolutional neural networks (CNNs) have
been widely used to extract many highly discriminating fea-
tures, achieving state-of-the-art results in object recognition
and image classification (Alzubaidi et al. 2021).

In the literature, many research works developed their own
CNN s to identify defects in PV using visual images (Li et al.
2021; Chen et al. 2020; Li et al. 2019; Espinosa et al. 2020;
Cao et al. 2021). Their accuracy ranges from 70% to 98%,
showing that different techniques can help increase accuracy.

However, building CNN models is not trivial. Several
factors must be analysed to construct an efficient network
regarding classification accuracy and the use of computa-
tional resources. To assist in this process, several authors
consider using a previously known CNN model to address
the problem (Li et al. 2021; Azis et al. 2022; Sizkouhi et al.
2022; Wang et al.. 2022; Mehta et al. 2017).

Even with good results from using a known CNN, some-
times the used model requires many parameters, demanding
considerable computational resources or leading to a model
overfitting. The method known as transfer learning (TL) can
solve this problem. It starts from models previously trained
using a set of images (sometimes from other domains),
and these models train only the last layers (as a classifier),
maintaining the remaining trained network. Thus, the model
adjusts to the new problem (Alzubaidi et al. 2021; Pan and
Yang 2010; Ding et al. 2018; Venkatesh and Sugumaran
2021).

Furthermore, Li et al. (2020) used the edge device in an
unmanned aerial vehicle (UAV) and developed algorithms to
identify unknown defects through data augmentation (DA)
and TL to train the network in identifying new defects. The
proposed system’s inference time was 62 ms, averaging 95%
accuracy, whereas known CNN models presented an infer-
ence time from 660 ms to 1300 ms and an accuracy range
from 59% to 85%.

The cited studies primarily used networks with many
parameters, which in turn limit the application of edge
devices and actual implementations of the models. Thus, this
study will comprehensively compare several network models
through TL to assess their performance in solving the prob-
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lem under study. These comparisons aim to identify models
not considered in the literature, which can facilitate the use of
DL techniques to identify defects in PV panels in field envi-
ronments, which will be the first contribution of this work. To
use the TL in the networks chosen to be tested in this work, we
used pre-trained networks with the ImageNet dataset, which
is from another domain than photovoltaic panels. To make
the TL, some layers of the CNN were unfrozen to train them,
allowing this layer to learn about the specific problem pre-
sented in this work.

Another detail that hinders research and the practical
implementation of methods for identifying defects in solar
panels is the lack of access to real data (Gallardo-Saavedra
et al. 2019). Most studies use few images, requiring tech-
niques to increase the volume of data (Haitao et al. 2021,
Ding et al. 2018). When such low volume of data is regarded,
the generalisation of the CNN may be limited, given the
wide variability of defect categories, viewing angles, and
lighting conditions. Hence, datasets with a large volume of
publicly available data must be generated to help find real
data (Gaviria et al. 2022; Mehta et al. 2017; Zhang et al.
2021; Ozturk et al. 2021).

Considering the difficulty in finding datasets of visible
spectrum images of PVs, we collected and organised a pub-
lic image dataset using RGB images with four common
PV defects, which is the second contribution of this paper.
This dataset was treated using the TL method to assess the
CNN model’s performance. All tests performed in this study,
including the codes, will also be made available to the scien-
tific community in encouraging improvements to the model
and presenting new applications in the real world.

Finally, tests done in a real environment with a high-
performance, low-power edge device were also performed
in this study. These tests aimed to demonstrate that DL can
be applied to address the problem in question using embed-
ded systems.

This paper is organised as follows: Section 2 presents the
methods used in this study, including the construction of the
dataset. Section3 presents comparisons of different CNN
models, as well as the results compared with the findings
of other studies recently published in the literature. Section 4
presents the study’s conclusions and future perspectives.

2 Methodology

Using the tools and techniques mentioned above, this section
details the performed tasks to achieve the pretended contri-
butions. Thus, three stages need to be followed. The first
stage involves manually collecting and classifying images to
create the dataset. Then, in the second step, CNN models
are trained and tested using the dataset, including selecting
network models to apply the TL technique and define the
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training parameters. The last step consists of optimising the
CNN model for the Nvidia processor and a real field test. For
further clarification, Fig. I depicts the procedures used in this
study. Each stage is detailed in the following subsections.

2.1 Dataset Creation

Because of the difficulty in finding datasets containing many
images from the visual spectrum with common defects of PV
panels, this work aimed to create a public dataset with identi-
fiable defects in visible spectrum images and often mentioned
in the literature. Two smartphones with a 12-MP camera
and a DJI Phantom 3 Professional UAV with a 12-MP cam-
era were used for image collection. Images were acquired
through videos, with a resolution of 1920 x 1080 pixels for
smartphones and 3840 x 2160 pixels for UAV.

After video frames were extracted, the smartphone-
captured images were close to the solar panels, and no
processing was necessary to extract the region of inter-
est. Conversely, the extraction of the region of interest was
required from the captured images with the UAV in each
frame of the videos because a given image could contain
several solar panels or points irrelevant to this study. Hence,
the sliding window technique was chosen, using different
window sizes because of the difference in flight heights and
plant types. This approach created substantial diversity in the
dataset, causing a natural variation in the collected images.
Because of the sliding window, the dataset contained images
ranging from 800 x 450 pixels to 1920 x 1080 pixels.

The collected images present in this study were gathered
from solar power plants installed at the Federal University
of Technology-Parana (Universidade Tecnoldgica Federal do
Parand-UTFPR)-Curitiba Campus and at the Federal Institute
of Parana (Instituto Federal do Parana-IFPR)-Jacarezinho
Campus, Brazil. The images were collected on different days,
prioritising sunny days with few clouds to improve image
contrast and, consequently, the classification result.

Four power plants containing two types were monitored in
the image capture: two comprise PV panels fixed on metal-
lic structures, attached to a slab in one plant and a roof in
the other, whereas in the other type of plant, PV panels are
directly placed under a metal roof.

Fig.2 Sampleimages of each class: 1 shadow class, 2 obstruction class,
3 dirty class, and 4 clear class. The QR Code contains the address to
access the public dataset

During the dataset creation process, we prioritised the
acquiring of images containing primary defects that could
impact solar panels’ electricity generation efficiency. Among
these defects, we selected those that can be more easily repli-
cated, such as the obstruction of the solar panel by bush, dirt,
and shading. In addition to these defects, a class with clear
panels was also included, which is the reference for a panel
without faults. Figure2 shows a sample of each type in this
dataset. Such classes will be detailed in the following subsec-
tions. In addition, this dataset can be accessed and used from
the link! or using the QR code in Fig.2. Comparatively, the
datasets of visible spectrum images mentioned in the intro-
duction section consider only one type of defect.

2.1.1 Shadow Class

Figure2(1) shows images of PV panels with cast shadows
from trees, cables, poles, or other objects. Some shadows
in the collected images were natural, whereas others were
created by placing objects on the panels to cause shading.

2.1.2 Obstruction Class

Figure2(2) contains images with overlapping tree branches
and shrubs atop solar panels, which cause a partial obstruc-
tion, possibly generating shadows and indicating the need to
prune the vegetation where the panels are installed. We could
not find any similar condition mimicking such obstruction in
the environment where images are captured. Therefore, this
class of images was collected by positioning natural and arti-
ficial bushes on top of the panels to simulate such condition.

1 https://github.com/abiffe/paper-pv-dnn
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2.1.3 Dirty Class

Figure 2(3) shows the class of images, wherein the accumu-
lation of dust, sand, dirt, or bird droppings atop the panels
interferes with electricity generation. These images were
collected in actual and simulated conditions similar with pre-
vious classes.

2.1.4 Clear Class

Images were collected from panels without any irregularities
present in previous classes, that is, with the ideal condition
for electricity generation, as observed in the visible spectrum.
A small sample of this class is shown in Fig. 2(4).

2.2 Image Split

After capturing the images, the most appropriate ones were
chosen and separated into defined classes, selecting 36,000
images to compose the dataset. The number of images was
determined so that each class constituted the same number
of pictures, and thus balanced to improve the evaluation. For
clarity, Table 1 shows the summary of the developed dataset.
The table compiles each class’s image size, and quantity,
showing balance in the developed dataset.

Subsequently, training, validation, and test sets were
constructed for the CNNs, containing 25,920; 6480; and
3600 raw images, respectively. The images were randomly
selected for the collection, maintaining the same proportion
of samples in each class. The images were organised in sep-
arate folders for the reproducibility of the available dataset.

The images were separated into three sets to evaluate the
trained model more accurately. The training dataset was used
to train the model. During the training, the validation dataset
was used to evaluate the training process. If the results using
the validation dataset differed from the results using the
training dataset, the training parameters will be modified.
Finally, when results were deemed satisfactory for the prob-
lem treated using the validation dataset, the test dataset is
used to assess whether the validation accuracy results were
relevant to a dataset different from the one used in training.

2.3 Transfer Learning

With the datasets created, the TL method facilitates and accel-
erates the CNN model training. TL was chosen because this
approach uses prior knowledge acquired by a CNN during its
training in a task (in this case, the ability to extract interest-
ing features from images) and applies this knowledge in new
situations (Alzubaidi et al. 2021; Pan and Yang 2010), with
relevant results in the context proposed here, as demonstrated
in (Ding et al. 2018; Gutoski et al. 2021).

@ Springer

In this study, 17 networks were chosen for training, test-
ing, and comparison. Classification metrics were obtained
using CNNs with different levels of complexity, and all mod-
els were previously trained using the well-known ImageNet
dataset. The models used in this study were chosen based
on studies found in the literature and on network size, input
image size, and their availability in TensorFlow/Keras (Keras
2023), the selected development environment. The models
were deliberately chosen for their diversity to assess how
they treated the problem in question.

For the training, each set of training, validation, and test
images was loaded with a batch size of 32. To evaluate the
efficiency of these pre-trained models, a 2D global average
pooling layer was added to the end of the network, a 0.2
dropout, and a dense layer the size of the number of classes
of the problem in question (4 classes); more specifically, fine-
tuning was not performed. Each of the chosen networks was
trained for 20 epochs, at a learning rate of 0.001, with a loss
function as a categorical cross-entropy and accuracy as a
metric for model evaluation.

After the initial step, the three networks with the best
results were subjected to new training, although with fine-
tuning (FT). This approach was used to verify if, with FT,
better results were accomplished. For the fine-tuning, 10%
of the upper layers were unfrozen, and the networks were
trained again using the same parameters. The threshold was
set at 10%, based on tests to avoid overfitting.

Despite the vast dataset, DA was applied in all training
sessions to increase model diversity and improve learning
robustness towards using the model in real-world situations.
Several DA tests were performed; the following methods
produced results consistent with the dataset: horizontal and
vertical mirroring, rotation with a 20% scaling with filling
using the nearest algorithm, and increasing/decreasing the
width and height of the image with 50% scaling. All DA
operations were performed randomly. For the training, the
images were resized according to the requirements of each
model.

For all stages of the training process, including valida-
tion and testing, a computer with 32 GB of RAM, an Nvidia
Geforce RTX 2060 GPU with 6 GB of RAM, and an Intel
Core i7-10700 processor was used.

2.4 Tests in a Field Environment

After the tests with fine-tuning, the best-performing network
was evaluated using a low-cost hardware for real-image clas-
sification. The test was performed in a real environment using
the edge device that is constituted by an Nvidia Jetson Nano
4GB, with an 8-megapixel Raspberry Pi V2 camera to assess
the inference time of the best network. The test was per-
formed in two ways. Initially, the trained model was directly
loaded into the TensorFlow and run on the Nvidia Jetson edge
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Table 1 Dataset constitution information with each class

Class Examples Acquisition condition Image size Image orientation
Train Validation Test

Clear 6480 1620 900 Sunny/partially cloudy 800 x 450 to 1920 x 1080 Vertical/horizontal

Dirty

Obstruction

Shadow

Fig.3 Developed edge device with Nvidia Jetson Nano and Raspber-
ryPiV2 Camera

device. Then, the model was optimised using the Nvidia Ten-
sorRT Python API, configured to use a 32-bit floating-point
format. This optimisation aimed at compiling the model to
run efficiently on Nvidia processors. For better visualisation,
Fig.3 shows the edge device in field test.

Parallel to the tests with and without the optimised model,
other tests were performed using the Jetson power supply. In
each test with the selected network, the device was initially
powered through a USB port, which provided the maximum
power of 5 W. Soon after, the same test was performed using
a dedicated power source of up to 10 W.

3 Results

Applying the explained methodology, Table 2 outlines the
training, validation, and test results, with their respective
accuracy values, the major error class, and the number of
total and trainable parameters of the network. In addition,
the test results are ordered from best to worst in the test step
to facilitate the identification of the best results in each stage,
and these values are highlighted (italicised and underlined).
Regarding the size of the input image, most networks used an
image of 224 x 224 pixels. The exceptions include Inception-
ResNetV2, InceptionV3, and Xception networks pre-trained
using 299 x 299 pixels images.

By analysing Table 2, MobileNetV3Large, DenseNet201,
and EfficientNetB0 networks exhibited the best results from
training. However, during the training validation, the Effi-
cientNetBO network was substituted for MobileNet. This
result highlights the importance of the validation dataset

because without it, this network could be mistakenly con-
sidered as one of the best.

Then, the networks were subjected to a test base to assess
the behaviour with the data not used in training. In the test
results, the top 3 validation stages remained unchanged, with
a difference of more than 1.5% between the first and second
networks.

Together with Table 2, the prediction confusion matrix
for each network was generated using the test data to assess
the models’ false positive/negative rate, thus, identifying the
class with the lowest accuracy of the model. This informa-
tion is provided in the “major error class” column in Table 2.
To clarify this process, Fig.4 displays the confusion matrix
of the MobileNetV3Large network, which provided the best
results. In the test stage, 3600 images were used, with each
class containing 900 images. The numbers diagonal to this
confusion matrix should be as close as possible to 900; the
further each number from the 900 value, the lower the accu-
racy will be in the corresponding class.

Overall, the clear class has the highest error, as outlined in
Table 2. This confusion between classes may occur because
many images of a panel without a defect visually analysed
by a human can be easily confused with a defective panel
and vice versa.

This threshold definition over analysed classes in this
study was complex. Some studies on specific methods for
threshold definition are available in the literature. To better
visualise this error, Fig. 5 shows an example of an erroneous
classification performed using MobileNetV3Large without
FT. In this example, all images should have been classified
as clear.

As expected, MobileNet outperformed the other networks
because it can match larger networks, such as VGG16, as
shown in the paper on MobileNet by Howard et al. (2017) and
in the paper on MobileNetV3 by Howard et al. (2019), which
highlights a considerable evolution. Accordingly, despite
being smaller than others, this network can deliver excel-
lent results (accuracy >= 95%) for the problem addressed
in this work.

From the results obtained, the MobileNetV3Small net-
work result also demonstrates that smaller networks can
match the performance of many parameter networks. The
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Table2 Efficiency of models

selected for the training, Accuracy Parameters

validation, testing stages, and Net Training  Validation  Test Major error class ~ Total Trainable

parameters of each model
MobileNetV3Large 96.02 97.92 97.72 Clear 3,000,196 3844
DenseNet201 95.52 95.66 96.00 Shadow 18,329,668 7684
MobileNet 94.43 94.92 9547  Clear 2,263,108 5124
ResNet151V2 93.97 94.34 94.78  Clear 58,339,844 8196
VGG19 91.39 94.12 9472  Dirty 20,026,436 2052
MobileNetV2-224 93.87 94.04 94.47  Clear 3,000,196 3844
ResNet50V2 94.24 94.46 9433  Clear 23,572,996 8196
EfficientNetBO 95.25 93.33 94.17  Clear 64,107,931 10,244
Xception 93.26 94.34 93.97  Shadow 20,869,676 8196
EfficientNetV2L 89.43 92.87 93.00  Clear 21,810,980 8196
EfficientNetV2B0 94.83 92.45 92.53  Clear 117,751,972 5124
MobileNetV3Small  90.93 92.59 9233  Clear 941,428 2308
InceptionV3 91.98 91 91.67  Clear 2,263,108 5124
VGGI16 91.20 91.22 91.61 Clear 14,716,740 2052
DenseNet121 93.61 90.48 91.56  Clear 7,041,604 4100
EfficientNetB7 92.94 90.8 91.03  Clear 5,924,436 5124
InceptionResnetV?2 83.61 79.20 78.36 Clear 3,232,964 4100
The data are ordered from best to worst accuracy

MobileNetV3Small was the smallest network used in this

study. Nevertheless, its results were similar to those of many MobileNetV3Large 800

parameter networks and indicated the high potential of such

network for applications requiring fast responses and low clear 18 700

computational power. 600

The networks that used the largest input image performed - dirty 0

similarly to those that used input images of 224 x 224 pixels. s 500

This result shows that larger images do not provide better g 400

results. This is helpful because input image size is critical Fobstruction 0 0

when using limited computational resources. 300

In finishing the initial tests without unfreezing the upper shadow 0 200

layers, the three best networks were fine-tuned. Table 3

outlines the parameters trained in each network and their (}Q,’b‘ & é\o(‘ @bo$ 100

performance in each training step. O&é & 0

The results showed that the difference between Mobile
NetV3Large and DenseNet201 narrowed after FT. Never-
theless, the training data analysis by epoch showed that
both networks exhibited minor signs of overfitting. There-
fore, for the problem in question, MobileNetV3Large showed
better results, with more than three times lower trained
parameters. In addition to the numerical results, the exam-
ple images shown in Fig.5 were correctly classified using
MobileNetV3Large after FT, thus, proving the improvement
of the network using this technique.

About the MobileNetV3Large structure, this network
has a starting Conv2D layer with input of 224> x 3 and
after that many bottleneck layers that could have/not have
Squeeze-And-Excite, nonlinearity, h-swish, ReLU, batch
normalisation and stride. After this section of bottleneck lay-
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Predicted label

Fig. 4 Confusion matrix of the MobileNetV3Large network before
fine-tuning

ers, itends in a Conv2D 1 x 1 with and input of 7% % 160. The
next layer is a pool 7 x 7 with input of 7> x 960. The penulti-
mate layer is a Conv2D of 1 x 1 with 12 x 960 input. Finally,
the last layer is a Conv2D of 1 x 1 with input 1? x 1280
with output of k, where k is the number of classes used to
train the network. More in details of the evolution (versions)
of the network and the structured are found in Howard et al.
(2019).

Referring to the training process, this is a key issue
when using CNN. Having many parameters, larger networks
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Fig. 5 Examples of images misclassified using MobileNetV3Large
before fine-tuning. All these images were supposed to be classified
as clear, but they were instead classified as follows: 1 obstruction, 2
shadow, and 3 dirty

require high computational power for training, which also
affects the inference time when the model is used in real
applications. In real applications, computers with low com-
putational power may take a long time to process an image
or fail to load the network model because of its size and the
edge devices’ RAM limitations.

These findings show that TL can be a helpful tool in
addressing the problem in question. In addition, comparing
several networks and assessing accuracy and network size
help to select the best network. Moreover, smaller networks
matched or outperformed larger networks in this problem.
These results promote further research and new applications
using smaller networks because, as shown in the literature,
several studies have been based on large networks. Therefore,
their results may be optimised using more efficient networks.

3.1 Tests with Embedded System

After the training and testing stages, the methodology’s final
process consists of a field test using the best-performed
model. Thus, the MobileNetV3Large was selected for tests
in real environment using the Nvidia Jetson Nano system.
The code was developed through parallel processing and
queued to ensure more image acquisition and processing flu-
idity. In this way, every frame is acquired independently from
the processing, avoiding frame loss and waiting for process
time. Initially, a test was directly performed using Tensor-
Flow and OpenCV pre-processed images. In this test, the
system required an average of 300 ms to infer an image

in a I0W mode and 600 ms in a 5W mode. Because this
result was much lower than expected, based on the literature
on MobileNetV3Large, optimisation was performed using
TensorRT mentioned in Sect. 2. Accordingly, the system’s
average inference time to analyse an image was 50 ms in a
10 W mode and 90 ms in a 5 W mode. These results highlight
the importance of the optimisation process.

Having positive results in the 5W mode, the embedded
system was tested in a real environment. This test involved
simulating the three types of defects and the panels without
fault to analyse the system’s behaviour. This real test was
recorded and can be accessed using the QR code in Fig.2.
The video clearly shows that the system could identify the
predicted classes correctly and demonstrated fluidity identi-
fication because of the hardware and optimisation.

The main issue of the proposed system is with the direct
image analysis. However, because the system has a GPU, it
can run image segmentation algorithms efficiently. Never-
theless, this algorithm is a topic of a separate research found
in many works on this theme (Yahya et al. 2022).

3.2 Comparison with Related Works

The results of the present study outperformed those of pre-
viously proposed networks mentioned in the introduction
section, but some remarks must be addressed. Comparing
the results discussed in the introduction section, superior or
similar results were found using the networks applied in this
study. More specifically, the results from the present study
are outstanding and more promising than the survey con-
ducted by Li et al. (2020), wherein classification tests in an
edge device were reported and compared with those of other
networks, in addition to the study’s proposal.

The main difference between the present work and the
compared research is the scope of the reported results with
known and pre-trained networks. This wide-ranging compar-
ison indicated that smaller networks, usually disregarded in
most research, may have a high potential to solve PV panel
analysis problems. In addition, this research used a commer-
cially available edge tool (Nvidia Jetson Nano). It made the
developed code, trained networks models, and dataset pub-
licly available, facilitating its replication by researchers and
solar power plant companies.

Table 3 Efficiency of models in

.. L0 Accuracy Parameters
the training, validation, and
testing stages of fine-tuning Net Training Validation Test Major error class Trainable
MobileNetV3Large 99.38 99.48 99.64 Dirty 801,204
DenseNet201 99.44 99.40 99.58 Dirty 2,887,748
MobileNet 97.83 97.44 97.56 Dirty 1,065,988
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Collecting and organising the dataset in this study for com-
munity access must be emphasised because each study has
datasets of different images, preventing direct comparisons
among methods. Accordingly, the public dataset made avail-
able in this study enables subsequent comparisons between
other methods, thus, facilitating the development of more
efficient solutions to the problem in question. The publicly
available dataset aims to inspire other research groups to pub-
licise their data, contributing to the information presented
herein.

4 Conclusion

This study used CNN with TL to classify defects observed
in visible spectrum images of PV panels. This classification
enables the optimisation of this method of electricity gener-
ation, helping to minimise sources of defects, which impair
the efficiency of PV panels. A dataset with images of some
common defects was also built, and it is publicly available to
the community.

Together with the captured images, the selection of sev-
eral previously trained models was essential to evaluate the
training and loss performance. The experiments showed that
TL provided excellent results with the datasets used in this
study. Furthermore, in this work, the network with the best
results in all stages was the MobileNetV3Large, realising an
accuracy of 99.64% in the test stage with FT.

From the good results of this relatively small network, an
in-field test could be performed using a device with less com-
putational power and energy consumption. This approach
still needs to be explored in the literature, and it is the
main contribution of this study. The results were promising
because the embedded system could efficiently identify and
classify the defects and healthy PVs present in the dataset.

The results of this study bridge gaps found in the literature.
These publicly available codes, trained models, and datasets
enable other researchers to replicate and conduct new inves-
tigations and real applications based on positive results.

The problem analysis indicates that the methods pro-
posed in this study can be used in embedded systems to help
maintenance and engineering teams to make more accurate
decisions, thus, optimising the management of maintenance
costs. In addition, using this tool with continuous monitoring
enables quick decision-making, resulting in gains in electric-
ity generation. Subsequently, from this constant monitoring,
it may be possible to build a periodic maintenance schedule,
facilitating the projection of maintenance costs of legacy and
new solar power plants.

Our approach is still at a prototype level, with images
collected on sunny days. Future studies may include other
classes of defects to assess whether high performance is
maintained along with other shortcomings. Furthermore,

@ Springer

models trained with these methods may be subjected to envi-
ronments where their performance in analysing unknown
images and situations has yet to be assessed. Finally, image
segmentation algorithms must be used to generalise the
developed system.
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