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This paper compares the performance of four swarm intelligence algo-
rithms for the optimization of a hard bioinformatic problem: the protein
structure prediction problem (PSP). The PSP envolved the protein fold-
ing that is the process by which polypeptide chains are transformed into
compact structures that perform biological functions. In this work, we
tested the standard versions of the following algorithms: Particle Swarm
Optimization (PSO), Artificial Bee Colony (ABC), Gravitational Search
Algorithm (GSA), and the Bat Algorithm (BA). The algorithms were
evaluated using two criteria: quality of solutions and the processing
time. The results show that the PSO algorithm presented the overall
best balance between these two criteria. Also, both PSO and GSA dis-
played potential to evolve even better solutions, if more iterations were
given.

Keywords: Swarm intelligence; 3D-AB model; protein folding problem; parti-
cle swarm optimization; artificial bee colony; gravitational search algorithm; bat
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1 INTRODUCTION
Many Bioinformatics problems are featured mainly to be non-linear and

strongly constrained. This is the case of the protein structure prediction prob-
lem approached in this paper. Due to the lack of exact methods for solving
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such a class of problems, the need for robust heuristic methods arises. Along
decades, Evolutionary Computation (EC) and Swarm Intelligence (SI) have
provided a large range of flexible and robust optimization methods, capable
of dealing successfully with complex optimization problems. Both EC and
S| are population-based methods in which each individual of a population
represents a tentative solution to the problem to be solved. In recent years
several other Sl algorithms have appeared inspired, for instance, by fireflies
bioluminescence, slime molds life cycle, cockroaches infestation, mosquitoes
host-seeking, bats echolocation, bees mating, bees foraging, and bacterial for-
aging [28].

In this paper, the optimization performance of four Sl algorithms were
tested for a hard bioinformatic problem. The empirically selected swarm-
based algorithms were: Particle Swarm Optimization (PSO), Artificial Bee
Colony (ABC), Gravitational Search algorithm (GSA), and the Bat Algo-
rithm (BA). All these approaches are global optimization metaheuristics and
they have been used as general problem-solving methods for hard problems.
However, unbiased and comprehensive comparisons between such methods
for specific problems are not frequently found in the literature.

The algorithms were evaluated using two criteria: quality of solutions and
the processing time.

The objective of this paper is not to propose new versions or modifi-
cations to the above-mentioned algorithms, but to verify the differences in
exploitation and exploration balance for all algorithms performing an unbi-
ased comparison over a real problem. Hence, we used the canonical versions
of the algorithms set up with standard control parameters. The bioinformatic
optimization problem addressed here is the protein folding problem that is
strongly constrained.

2 PROTEIN STRUCTURE PREDICTION

Proteins are the basic structures of all living beings [16] and they are com-
posed by a chain of amino acids that are linked together by means of peptide
bonds. Each amino acid is characterized by a central carbon atom (referred
as Cu), to which a hydrogen atom, an amine group (NH,), a carboxyl group
(COOH) and a side-chain (also known as radical R) are attached. All amino
acids have the same backbone and they differ from each other by the side-
chain, which can range from just a hydrogen atom (in glycine) to a complex
heterocyclic group (in tryptophan). Two amino acids are linked together by
the carboxyl group of one amino acid to the amino group of another [26]. Sev-
eral amino acids exist in nature, but only 20 are proteinogenic and they can be
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classified according to their affinity to water (hydrophobicity): hydrophobic
and hydrophilic (also known as polar) amino acids.

Proteins are synthesized in the ribosome of cells following a template
given by the messenger RNA (mRNA). During the synthesis, the protein
folds into a unique three-dimensional structure. This process is called pro-
tein folding.

The protein folding is the process by which polypeptide chains are trans-
formed into compact structures that perform biological functions. These
functions include control and regulation of essential chemical processes for
the living organisms. Under physiological conditions, the most stable three-
dimensional structure is called the native conformation and actually allows
a protein to perform its function, which, in turn, is a function of its primary
structure (its linear sequence of amino acids). However, failure to fold into the
intended 3-dimensional shape usually leads to proteins with different prop-
erties that simply become inactive. In the worst case, such misfolded (incor-
rectly folded) proteins can be harmful to the organism. For instance, several
diseases such as Alzheimer’s disease, cystic fibrosis and some types of can-
cer, are believed to result from the accumulation of misfolded proteins. That
is why it is so important to study how proteins fold.

One of the most important and challenging problems in Molecular Biol-
ogy with applications, such as drug design, is to obtain a better understanding
of the protein folding process. In contemporary Computational Biology, there
are two protein folding problems. The first problem is to predict the protein
structure (conformation) from sequence (primary structure), and the second
one is to predict protein folding pathways, which consists in determining the
folding sequence of events which lead from the primary structure of a protein
(its linear sequence of amino acids) to its native structure.

The Protein Structure Prediction (PSP) also has great practical importance
in this era of genomic sequencing. Thanks to the several genome sequencing
projects being conducted in the world, a large number of new proteins have
been discovered. However, only a small amount of such proteins have their
three-dimensional structure known. For instance, the UniProtKB/TrEMBL
repository of protein sequences has currently around 23 million records (as
in july/2011), and the Protein Data Bank — PDB [7] has the structure of only
83,627 proteins. This fact is due to the cost and difficulty of unveiling the
structure of proteins, from the biochemical point of view.

Both Physics and Computer science have an important role here, propos-
ing models for studying the PSP problem [24]. Ideally, both the protein and
the solvent should be represented at atomistic level because this approach
is the closest to experiments [29]. However, the simulation of computa-
tional models that take into account all the atoms of a protein is frequently
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unfeasible due to the multidimensionality of the system (> 10* degrees of
freedom) [23], even with the most powerful computational resources. Con-
sequently, several simplified models that abstract the protein structure have
been proposed. The simplest computational model for the PSP problem is
known as Hydrophobic-Polar (HP) model, both in two (2D-HP) and three
(3D-HP) dimensions [13]. Although simple, the computational approach for
searching a solution for the PSP using the HP models was proved to be
N P-complete [2, 6, 10]. Other models are the three-dimensional HP Side-
Chain model (3DHP-SC) [5], and the AB off-lattice model addressed in
this work. [17, 33] and [35] employed neural networks, Monte Carlo search
and biologically inspired methods using the 2D-AB off-lattice model. An
extended three-dimensional version of the 2D-AB was presented by [15].
Recently, [39] introduced an improved implementation of tabu search with
the 3D-AB off-lattice model, obtaining good performance.

2.1 The AB Off-lattice M odel

The AB off-lattice model was introduced by [32] to represent protein struc-
tures. In this model each residue is represented by a single interaction site
located at the Co position. These sites are linked by rigid unit-length bonds
(bi) to form the protein structure. The three-dimensional structure of an N-
length protein is specified by the N — 1 bond vectors b;, N — 2 bond angles
7i and N — 3 torsional angles «;, as shown in Figure 1. These angles are
defined in the range [—180°, 180°].

The 20 proteinogenic amino acids are classified into two classes, accord-
ing to their affinity to water (hydrophobicity): ‘A’ (hydrophobic) and ‘B’
(hydrophilic or polar). This model do not describe the solvent molecules.
However, solvent effects such as the formation of the hydrophobic core are
taken into account through interactions between residues, according to their
hydrophobicity (species-dependent global interactions).

(@ (b)

FIGURE 1

Example of a hypothetic protein structure (a) and Definition of b;, 7; and o; (b, Adapted from
[17]). White balls represent the polar residues and black balls represent the hydrophobic residues.
The backbone and the connections between elements are shown in black lines.
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When a protein is folded into its native conformation, the hydrophobic
amino acids tend to pack inside the protein, in such a way to get protected
from the solvent by an aggregation of polar amino acids that are positioned
outwards. Interactions between amino acids take place and the energy of the
conformation tends to decrease. Conversely, the conformation tends to con-
verge to its native state, in accordance with the Anfinsen’s thermodynamic
hypothesis [1].

The energy function of a folding is given by [17]:

E(Bi;o') = Eangles + Etorsion + EL3 =

N-2 N-3
—k1 E bi - biy1 —ka E bi - b2
i=1 i=1

N-2 N
+3° 3 deor o2 - 1

i=1 j=i+2

1)

where
rij represents the distance between ith and jth residues; o = oy, ..., oy form
a binary string that represents the protein sequence.

E angtes and Etorsion are the energies from bond angles and torsional forces,
respectively; and are given, respectively, by Equations 2 and 3.

N-2

EAngIes = _kl Z l:;i . bizrl (2)
i=1
N-3 . .

Etorsion = —k2 Z bi ' bi-+—2 (3)

i=1

bi represents the ith bond that joins the (i — 1)th and the ith residues, and it
is represented by the vector bi =F —fi_q,and k1l = —1; k2 = +1/2.

The species-dependent global interactions are given by the Lennard-Jones
potencial (E| ;); for pairs of ith and jth residues separated by a distance of
lij.

N-2 N
ELi=Y_ Y 4e(oi.op)(r;;? — 1} (4)

i=1 j=i+2
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Where ¢(oj, oj) is chosen to favor the formation of the hydrophobic core
(‘A residues). Thus, e(oi, oj) is 1 for AA interactions and 1/2 for BB/AB
interactions.

3 SWARM INTELLIGENCE ALGORITHMS

Swarm-based algorithms are inspired by the behavior of some social living
beings, such as ants, bees, birds, and fishes. Self-organization and decentral-
ized control are remarkable features of swarm-based systems that, such as in
nature, leads to an emergent behavior. Emergent behavior is a property that
emerges through local interactions among system components that is not pos-
sible to be achieved by any of the components of the system acting alone [14].
In this work we compared the performance of four swarm-intelligence algo-
rithms. These algorithms are briefly presented in the following.

3.1 Particle Swarm Optimization

The Particle Swarm Optimization algorithm (PSO) is motivated by the coor-
dinate movement of fish schools and bird flocks [20]. The PSO is com-
pounded by a swarm of particles that interacts each other in a continuous
search space. The position of each particle represents a potential solution to
the problem being solved and and it is represented as an n-dimensional vec-
tor. In PSO, particles “fly” through the hyperdimensional search space, and
changes to their positions are based on the socio-cognitive tendency of par-
ticles to emulate the success achieved by other particles. Each particle of the
swarm has its own life experience and is able to evaluate the quality of own
experience. As social individuals, they also have knowledge about how well
their neighbors have behaved. These two kind of information corresponds to
the cognitive component (individual learning) and the social component (cul-
tural transmission), respectively. Hence, decisions of an individual are take
into account both the cognitive and the social components, thus leading the
population (swarm) to an emergent behavior [8,11,31]. The PSO is shown in
Algorithm 1.

3.2 Artificial Bee Colony Algorithm

The Artificial Bee Colony Algorithm (ABC) is inspired in the foraging
behavior of honey bees. ABC was first proposed by [19] for solving multi-
dimensional and multi-modal optimization problems. The bees aim at dis-
covering places of food sources (that is, regions in the search space) with
high amount of nectar (good fitness values, meaning good solutions for the
problem). There are three types of bees: scout bees that randomly fly in the
search space without guidance, employed bees that exploit the neighborhood
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Algorithm 1 Canonical PSO
1: Set parameters: n, ¢p, @q
2. fori =1tondo
3. Initialize the positions X; and velocities v; randomly

4. Evaluate fitness f (X;)

5. Initialize the particle’s best known position to its initial position: p; =
Xi

6: if f(p;) is better than f(g) then

7: Update the swarm’s best known position: § = p;

g endif

9: end for

10: while stop condition not met do
1: fori=1tondo

12: Update particles” velocity: @i = i 4+ @p * Ip * (Pi — Xi) + @g *
rg * (G — Xi)

13; Update particles’ position: X; = X; + v

14; if f(X;) is better than f(p;) then

15: ﬁi = )_{i

16: if f(;) is better than f(g) then

1 g = pi

18 end if

19 end if

20:  end for

21: end while
22: Postprocess results and visualization

of their locations selecting a random solution to be perturbed, and onlooker
bees that use the population fitness to select probabilistically a guiding solu-
tion to exploit its neighborhood. If the amount of nectar of a new source is
higher than that of the previous one in their memory, they update the new
position and forget the previous one (this is a greedy selection method). If a
solution is not improved by a predetermined number of trials the food source
is abandoned by the corresponding employed bee and it becomes a scout bee.
The ABC algorithm attempts to balance exploration and exploitation by using
the employed and onlooker bees to perform local search, and the scout bees to
perform global search, respectively [36]. The ABC is shown in Algorithm 2.

3.3 Gravitational Search Algorithm

The Gravitational Search Algorithm (GSA) was created based on the law of
gravity and the notion of mass interactions [9, 30]. The GSA algorithm uses
the theory of Newtonian physics and its searcher agents are the collection
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Algorithm 2 Canonical ABC
1: Set parameters: n, limit

2. Initialize the food sources X; randomly

3: Evaluate fitness f (X;) of the population

4: countj =0

5: while stop condition not met do

6. fori =1ton/2do{Employed phase}

7 Select k, j and r at random such that k € {1,2,....,n}, j €
{1,2,...,d},

8: r €[0,1]

9: T):Xij—i-l’-(Xij—ij)

10: Evaluate solutions v and X;

11 if f(v) is better than f(X) then

12: Greedy selection

13: else

14: countj = count; +1

15: end if

16:  end for

17: fori =n/2+ 1tondo{Onlooker phase}

18: Calculate selection probability

19: P (%) = 3%

20: Select a bee using the selection probability

21 Produce a new solution v from the selected bee

22: Evaluate solutions v and X;

23: if f(9) is better than f(X) then

24: Greedy selection

25: else

26: countj = count; + 1

21 end if

28:  end for

29: fori =1ton do{Scout phase}

30: if count; > limit then

31 Xi = random

32: counti =0

33: end if

34:  end for

35:  Memorize the best solution achieved so far
36: end while
37: Postprocess results and visualization
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Algorithm 3 Canonical GSA
1: Set parameters: n, «, Go
2. fori =1tondo
3. Initialize the positions X; randomly
4 Initialize velocities v; and acceleration &; to zero
5. end for
6: while stop condition not met do
7
8
9

Evaluate the fitness of each agent
Update G, best and worst of the population
. Calculate mass (M) and acceleration (3;)
10:  Update velocity ; and position X;
11: end while
12: Postprocess results and visualization

of masses. In GSA, there is an isolated system of masses. Using the grav-
itational force, every mass in the system can detect the situation of other
masses. The gravitational force is therefore a way of transferring information
between different masses. In GSA, agents are considered as objects and their
performance is measured by their masses. All these objects attract each other
by a gravity force, and this force causes a movement of all objects globally
towards the objects with heavier masses. The heavy masses correspond to
good solutions of the problem. The position of the agent corresponds to a
solution of the problem, and its mass is determined using a fitness function.
The ABC is shown in Algorithm 3.

3.4 Bat Algorithm

The Bat Algorithm (BA) was first presented by [37,38] and it is inspired by
the echolocation capacity of the bats. The basic idea behind the Bat Algo-
rithm is that a population of bats (possible solutions) use echolocation for
distance sensing and fly randomly through a search space updating their posi-
tions and velocities. When hunting for a prey, the rate of pulse emission can
be speeded up when they fly near their prey. Also, the loudness varies from
the loudest, when searching for prey, to the quietest, when homing towards
the prey. Each solution is evaluated by a fitness function and the bats’ flight
aims at finding food/prey (best solutions). Two important parameters are the
loudness decay factor («) that works similarly as the cooling schedule in the
traditional simulated annealing optimization method, and the pulse increase
factor (y) that regulates the pulse frequency. The properly update for the
pulse rate (rj) and the loudness (A;) balances the exploitation and exploration
behavior of each bat, respectively. Since the loudness usually decrease once a
bat has found its prey/solution (in order to not lose the prey), the rate of pulse
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Algorithm 4 Bat Algorithm (BA)
1: Parameters: n, «, y

2 Initialize the bats population X; and v; randomly
3. Define pulse frequency f; at X;

4 fori =1tondo

5. Initialize pulse rates r; and loudness A;

6: end for

7. Compute f(X;)

8: Find the current best X,

9: while stop condition not met do

10 fori=1tondo

11 Generate new solutions by adjusting:

12: Frequency: fi = fmin + (fmax — fmin)B, B € [0, 1]
13: Velocity: B! = 9% + (Xt — %,) f;

14 Location: X! = %!~ 4 ot

15: if rand > rj then

16: Select a solution among the best solutions
17: Generate a local solution around the selected best solution
18: end if

19: Generate a new solution by flying randomly
20: ifrand < A; & f(Xj) < f(X,) then

21 Accept the new solutions

22: Increase ri: ri™™ = r0[1 — exp(—yt)]

23: Decrease A: Al = oA

24: end if

25:  end for

26:  Find the current best x,
27 end while
28: Postprocess results and visualization

emission increases in order to raise the attack accuracy. The BA is shown in
Algorithm 4.

3.5 Encoding of Candidate Solutions

An important issue when using swarm intelligence approaches for a given
problem is the encoding of the candidate solutions. The encoding has a strong
influence not only in the size of the search space, but also in the complexity of
the problem, due to the presence of unknown epistasis between variables that
form the individuals (solution vectors). In this work, a given conformation of
the protein is represented as a set of bond rotation and torsion angles over
a three-dimensional space, as shown in Section 2.1. Considering the folding
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of a protein with n amino acids, an individual will represent the set of bond
rotation and torsion angles. An individual has (2n — 5) variables, such that
positions P; to P,_, represent the bond rotation angles, and P,_; t0 Py,_s
represent the torsion angles.

To represent the position of the amino acids, three-dimensional Cartesian
coordinates are defined by a vector (xi, Vi, zi). The first and second amino
acids of the primary structure are set at the origin and point (0, 1, 0), respec-
tively. Next amino acids are positioned at Cartesian coordinates relative to
their predecessors and obtained by 3D geometrical transformations.

4 COMPUTATIONAL EXPERIMENTS

In this section we report the experiments done for comparing the above-
mentioned algorithms. All experiments were done using the same type of
desktop computers with core-2 Quad processor running at 2.8 GHz, 2 GBytes
of RAM, under a minimal installation of Arch Linux. All algorithms were
implemented in ANSI-C programming language.

4.1 Benchmark sequences
In the experiments reported below, a total of 4 synthetic protein sequences
were used. These sequences have been previously used by other researchers
(for instance, [15, 18]) and they were based on the Fibonacci sequence. In
Table 1, N is the number of monomers of the sequences (13, 21, 34 and 55
amino acids-long sequences).

4.2 Control Parameters

Due to the stochastic nature of the algorithms compared in this work, for
each algorithm mentioned in Section 3, 20 independent runs were done with
different initial random seeds. For each run, an upper-bound for the num-
ber of fitness function evaluations was established to 5, 000, 000. For each
algorithm, the values chosen to the control parameters are standard values
commonly used in the literature.

N Sequence

13 ABBABBABABBAB

21 BABABBABABBABBABABBAB

34 ABBABBABABBABBABABBABABBABBABABBAB
55 BABABBABABBABBABABBABABBABBABABBAB

BABABBABABBABBABABBAB

TABLE 1
Benchmark sequences for the 3D-AB off-lattice model
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PSO

The parameters used by the PSO algorithm are the population size (n = 100),
the relative influence of the cognitive component (¢, = 2.05), and the rela-
tive influence of the social component (¢g = 2.05).

ABC

ABC uses as parameters the population size (n = 100), the number of food
sources (Food Number = 50) and the number of iterations without improve-
ment before it replaces a scout bee (limit = 100).

GSA
The parameters used in the GSA algorithm are the population size (n = 100),
the gravitational decay (« = 20) and the gravitational initial value (G =
100).

BA
The parameters used in the BA algorithm are the population size (n = 100),
the loudness decay factor (¢ = 0.9), and the pulse increase factor (y = 0.9).

5 RESULTSAND ANALYSIS

In this section the results of our experiments are presented, as well as a
comparison of performance among all approaches. The performance of each
approach takes into account the average best solution found over all runs
and the average processing time. Results are shown in Table 2. In this table,

ABC PSO
N Eavg (avgtstdev) Epest tp(s) Eavg (avgtstdev) Epest tp(s)
13 -24.286 4 0.34 -24.821 94.55 -23.102 4 0.93 -24.888 157.15
21 -40.649 4 1.55 -43.982  225.05 -43.047 4+ 2.34 -46.611 372.10
34 -58.730 & 2.22 -64.072  550.05 -70.866 + 5.95 -80.409 908.75
55 -80.812 4+ 3.93 -89.402  1373.6 -87.7154+19.27  -115.758 1908.85
GSA BA
N Eavg (avgtstdev) Ebest tp(s) Eavg (avgtstdev) Epest tp(s)
13 -19.213 4 4.87 -24.492  942.70 -21.233 +£2.19 -24.874  279.10
21 -36.937 4+ 7.01 -45.965 1758.80 -31.035 + 4.60 -38.627 697.60
34  -44.427 4+20.16  -75.483 32625 42,771 £ 4.71 -53.364 1737.7
55  -42.735+26.68 -86.856 6203.50 -47.698 £+ 5.70 -53.7314  4380.80

TABLE 2
Results for the 3D AB off-lattice model.
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FIGURE 2

Graph showing the tp(s) of all approaches for all sequences.

columns “Eaug”, “Epest” and “t,” identify the average value of the best solu-
tions obtained in 20 runs, the best-ever solution and the average processing
time, respectively.

Concerning the computational effort, Figure 2 shows that the process-
ing time grows exponentially as the number of amino acids of the sequence
increases (particularly for the GSA and BA algorithms). This fact, by itself,
strongly suggests the need for highly parallel approaches for dealing with the
PSP.

Figure 3 shows the results for the average value of the best solutions
obtained (Ea,q) by all approaches for all sequences.

For the smallest sequence (13 amino-acids) all algorithms achieved almost
the same performance; although the ABC performed slightly better and the

13 21 24 55

0 % % E [ — = [ —
0 = = N E B asc
2 = = — g Pso
2 = = " = L] gesa

= = CBA

-60 — =

-90
FIGURE 3

Bar graph showing the Ea,q of all approaches for all sequences.
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Pareto graph.

GSA performed slightly worse. For the other tree sequences (21, 24 and
55 amino-acids) the PSO and the ABC algorithms outperformed GSA and
BA algorithms, with an increasing advantage towards the PSO proportion-
ally to the sequence size. On the other hand, the GSA results outperformed
the BA results for the 21 amino-acids-long sequence; both the GSA and the
BA obtained almost the same results for the 24 amino-acids-long sequence;
and the BA results outperformed the GSA results for the 55 amino-acids-
long sequence. Overall, concerning quality of solution, the PSO algorithm
obtained the best results, except for the smallest sequence.

A joint analysis of quality of solutions and computational effort was done
by using the the concept of Pareto optimality [12]. A plot is constructed in
such a way to represent the behavior of the two criteria to be minimized:
the smaller the free energy, the better; and the smaller the processing time,
the better. In other words, in this case, for each sequence the non-dominated
Pareto set is located at the bottom-left corner of the Cartesian plane. In Fig-
ure 4, each point in the plot represents an amino-acids sequence, identified by
different symbols and labels. For the 13 amino-acids-long sequence the non-
dominated solution is achieved by the ABC algorithm. For all other amino-
acids sequences, the non-dominated set includes both the PSO and ABC solu-
tions. Analyzing all points in the plot, the non-dominated Pareto set has seven
solutions (three from the PSO algorithm, and four from the ABC algorithm).

For comparisons purpose, Table 3 shows the best results currently found
in the literature for the 3D AB model (“ground values™), and the percent
difference between them and those obtained by the algorithms compared
in this work. It is observed that our results are slightly worse than the best
known results for the 13 and 21 amino-acids-long sequences. Notice that the
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diff (%)
N Ebest [reference] ABC PSO GSA BA
13 —26.507 [22] 6.568 6.299 7.901 6.354
21 —52.917 [3] 18.440 12.672 14.060 31.219
34 —97.7321 [21] 41.605 19.447 25.689 58.7272
55 —173.9803 [21] 64.225 40.188 66.803 105.614

TABLE 3
Comparison of results with the best values in the literature.

processing time needed to achieve the ground values are unknown. Taking
into account that this work uses the standard versions of the algorithms, it
is probable that even better results can be obtained by adjusting the control
parameters of the algorithms.

Figures 5 to 8 show the convergence plot of the algorithms for all amino-
acids tested. In this figure, the x-axis shows the number of iterations and the
y-axis represents the best-ever value averaged over the same iteration of all
runs. Analyzing these plots we can observe that for 13 and 21 amino-acids-
long sequences all algorithms converged to a stagnation point. However, for
24 and 55 amino-acids-long sequences both PSO and GSA algorithms clearly
could evolve to even better results if more iterations were allowed.
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FIGURE 5

Convergence plot for the 13 amino-acids-long sequence.
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FIGURE 6
Convergence plot for the 21 amino-acids-long sequence.
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FIGURE 7

Convergence plot for the 34 amino-acids-long sequence.
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FIGURE 8
Convergence plot for the 55 amino-acids-long sequence.

6 CONCLUSIONS

The performance of four different Swarm Intelligence algorithms was ana-
lyzed in this paper, under the task of minimizing the energy function of a
Protein Structure Prediction problem, featuring the off-lattice 3D-AB model.
An unbiased comparison of the standard versions of the algorithms was done,
taking into account not only the quality of solutions, but also, the computa-
tional effort (regarding processing time).

Significant differences were noticed, thanks to the distinctive exploita-
tion/exploration balance of each algorithm. The obtained results pointed out
the PSO algorithm as the overall best approach, especially when the com-
plexity of the problem increases. Also, giving more iterations, both PSO and
GSA algorithms could evolve to better results.

Aiming a fair comparison, we did not make any effort to tune the con-
trol parameters for the optimization algorithms. However, this is a key issue
for future research in order to improve the results. Also, based on the results
presented, we consider some combinations between algorithms as an alter-
native to solve this and other real problems more efficiently. Recent litera-
ture has indicated that the use of hybrid evolutionary systems working in a
cooperative way can perform better than using single algorithms (see, for
instance, [4, 25, 27] and [34]). Possible approaches for this is to form a
pipeline, passing the results from one algorithm to another, or in parallel,
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choosing the best result from concurrent runs of several algorithms or by
having communication between the algorithms to each other favoring the co-
evolution of populations.
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