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Abstract— This paper presents a method using genetic
programming for automatic detection of 3 Hz spike-and-
slow-wave complexes, that are a characteristic of typical
absences, in electroencephalogram (EEG) signals. Train-
ing features are extracted from 1s EEG frames, randomly
chosen from pre-recorded files. The frames are visually clas-
sified as spike-and-slow-wave complexes (SASWC) or non-
spike-and-slow-wave complexes (NSASWC). Genetic pro-
gramming techniques are then applied to these data to build
a program capable of recognizing such complexes.
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I. INTRODUCTION
A. Epilepsy

Epilepsy is not a disease in its own right. It is, in fact a
symptom caused by several different diseases while epilep-
tic seizures are brain abnormal reactions caused by such
diseases. The seizures differ depending on the extension of
the affected brain area that can be involved. In general,
the pathology is localized in the brain. However, impor-
tant organ dysfunctions, associated with toxic-metabolic
exchanges, may cause secondary encephalopathies which
provoke epileptic seizures. There is also the possibility of
genetic predisposition to epilepsy. It is estimated that 0.5%
of the world population have epileptic seizures of some type
[1]. There are three main groups of seizures, which are: 1)
partial seizures, 2) generalized seizures and 3) unclassified
seizures. The absence (petit mal) seizures are part of group
2.

The scalp EEG is an important resource in both diag-
nostic and differentiation of the various types of epilepsy,
specially those associated with frequently detected corti-
cal lesions. In general, the EEG is abnormal during the
seizures (ictal period) and in between (interictal period).
Spikes, isolated or associated with other waves, and sharp
waves are a characteristic of such periods [2].

The ictal period of a typical absence seizure is character-
ized by a synchronous 3Hz spike-and-wave discharge that
rarely lasts more than 10 seconds. The occurrence of such
seizure is not possible if these discharges are not present,
but their existence does not imply the occurrence of such
a seizure.

The spike-and-wave discharge is frontally predominant
but generalized and may start with a 4 Hz rate, reducing
to 3 - 3.5 Hz and falling to 2.5 Hz during the final phase.
Both onset and cessation of the seizure are abrupt and may
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be preceded and followed by normal EEG activity. The
automatic detection of these complexes is essential for the
analysis of long-term EEGs[3].

B. Genetic Programming (GP)

In this section, an introduction about the concepts and
terminology of the GP paradigm. Its concepts are derived
from the genetic algorithm (GA) [4]. The techniques em-
ployed in GP are based on the Darwinian survival and re-
production principle, which is briefly discussed next.

It is believed that natural evolution is not an oriented
process for a specific purpose. Instead, there are different
individuals that coexist in the same environment having
survival as a common objective. Therefore, competition
is naturally established. The best ones survive and have
the opportunity of propagating their genetic characteristics
to the next generation by means of reproduction. If the
individuals are asexual, the genetic material is transmitted
almost intact; otherwise, differences between individuals
will emerge, but the general characteristics of the species
are maintained [5)].

The evolutionary process observed in nature can be ap-
plied to solve problems, by using genetic algorithm tech-
niques which transform an object set, called population,
into a new one, possibly better than the older. A perfor-
mance measure, called fitness, is associated to each indi-
vidual in the population and indicates how good 1t is for
the desired solution. In this case, the better the fitness, the
closer the program is to the problem solution.

This is the genetic model of learning, common to GA
and GP paradigms. The main difference is in the defini-
tion of the object set. In GA, the population individuals
are encoded as strings of characters, which represent chro-
mosomes. In GP, the individuals are programs encoded as
trees. To change a population of individuals into a new
generation, genetic operators are employed. Such opera-
tors are: recombination (or crossover), in which the genetic
material is exchanged between two individuals, and repro-
duction, in whi¢h an individual is integrally copied to the
next population. There is also a third operator called mu-
tation, which consists in permuting characters of an indi-
vidual string, yielding a new one. This operation is usually
employed in GA, but it is not so usual in GP.

In practice, each individual program is defined by a tree,
instead of conventional line codes. This tree contains ter-
minals and functions sets. Terminals may be variables, nu-
merical values or functions that don’t require an argument,
such as “go up” or “go down”, for instance. Functions are
operators used in GP and could be arithmetic operators
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such as sum and subtraction. All the functions must ac-
cept all the terminals as arguments, as well as all the data
types that the functions return. The choice of terminals
and functions is problem dependent [6].

The following steps summarize the GP paradigm:
o create an Initial population formed by a random combi-
nation of predefined functions and terminals.
+ perform the following steps until a conveniently defined
stop criterion is reached:

1. execute each program of the population and associate
a fitness value, proportional to its performance in solving
the problem.

2. create a new population of programs by means of re-
combination and/or reproduction.

o the best individual obtained over all generations is the
GP result.

It should be noted that the stop criteria and fitness mea-
sure are defined according to the nature of the problem.

C. Methods applied to pattern recognition in EEG signals

Varri et al. [7] applied neural network techniques in long-
term EEG signal analysis by selecting periods of special
significance such as alpha waves, spike-and-wave patterns
or electro-oculogram (EOG) artifacts. They obtained 92%
of events detection and 13% of correctness in the discrimi-
nation of these events.

Mylonas and Comley [8] proposed a method for auto-
matic detection of spikes using adaptive filtering and linear
prediction. The method was tested only in a 10 min EEG
signal, and the results obtained were: 4 false alarms, 62
detections and no lost or not detected spikes.

Kalayci and Ozdamar [9] employed wavelets for prepro-
cessing the EEG signal, before executing the automatic
pattern recognition of SSWs (spike and spike and wave)
and non-SSWs (any other pattern), obtaining the follow-
ing results: the recognition accuracy during the tests was
2.1% lower than the training accuracy; the recognition of
spike-and-wave was 50.6% of true positives for the worst
case and 93.9% for the best one.

Schiff et al. [10] worked in the construction of an algo-
rithm for real-time EEG processing, presenting the CSD-
DWT (Critically Sampled Discrete Dyadic Wavelet Trans-
form), based on the wavelet multiresolution property and
the EEG oversampling technique. They obtained a spike
detection rate of 94% in a typical EEG, with the possibility
of real-time implementation.

II. METHODOLOGY

In this section, some considerations regarding the ter-
minology used in this work will be reviewed. Next, the
steps involved in the construction of the training and test-
ing databases will be presented.

A. Terminology

The databases are composed by a group of features,
which are numerical values calculated from a data vector.
In this case, seven features containing each a 1 s duration
EEG signal (called frame) were used. These features are
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those described in Hudgins et al. [11]: the mean absolute
value (MAV), the number of zero crossings (ZC}), the num-
ber of slope sign changes (SC) and the waveform length
(LEN). Additionally, two other features described in Fer-
nandez et al. [12] were used: the average value (AVG), the
up slope (UP) and down slope (DOWN). In order to clas-
sify SASWCs and NSASWGCs, the following criterion was
adopted: if the frame under analysis contains 3 spikes, it
is considered “characteristic” of absence discharges, and is
classified as SASWC; otherwise, it is defined as NSASWC.
This information is given to the GP system, associated with
an additional number: 1.0 if SASWC and -1.0 if NSASWC.

B. Training Procedure

The procedure for the database construction, used in the
training and testing steps, is the following:

o An EEG database, available on the Internet in Tampere
University, Finland was used. !

o Two files in this database contained petit-mal discharges
and were chosen to be used in this work.

o Each signal has approximately 3 min of data recorded
with a sampling frequency of 200 Hz. Therefore, each chan-
nel has about 36,000 samples.

o Each file is composed by four-channels EEG records. The
first two of each file were used to construct the training
database and the last two for the testing database.

o Ten SASWCs and ten NSASWCs 1 s frames were ran-
domly chosen from each of the four channels giving a total
of 80 frames.

o For each one of these 80 frames, the 7 features previously
mentioned were calculated, and the classification number
{(+1.0 or -1.0) was associated to each frame. The resulting
640 features constitute the training database.

The training database is the input raw data for the GP
system. Initially, an individual program, i.e., a mathe-
matical expression of up to seven variables (features), is
randomly generated. The expression is evaluated and the
result is compared to the classification number. Figure 1
shows the expected value range of an individual program.

Fig. 1. Expected values for an individual program. The symbol oo
represents an arbitrary large number.

ftp:/ /sigftp.cs.tut.fi/pub/eeg-data/ and http://www.tut.fi/
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TABLE I
RESULTS OF THE DETECTION TEST.

number correct

of frames | classifications

true positive 29 36.25Y%
true negative 39 48.75Y
false positive 1 1.25%
false negative 11 13.75%
total true 68 85Y%

For example, if the GP system gives 1.5 and the clas-
sification number is 1.0 (SASWC), the number of hits is
incremented. The fitness criterion was defined as:

fitness = fitness cases — hits

(1)
where fitness cases is the number of training cases and
Kits is the match count of each individual program.

Two stop criteria were defined for the GP system. The
procedure finishes if any of them is satisfied. They are:
¢ The number of hits of an individual program is equal to
the training cases.

o A previously set maximum number of generations is
reached.

When a stop criterion is reached, the performance of the
best-of-all program is verified with the test database. The
procedure used for creating the test database is the same
used for creating the train database.

III. REsULTS

The program represented in by algebraic expression (2)
was the best-of-all individual program found:

. 2.50.[& - SC - COS(SC)] + CAVG+a+e°—c0l(LEn)+
T0g2SC + Tog2a — MAV +Tog{25C +
cos(LEN).[MAV — AVG - SC +

(AVG +2SC).(MAV + UP)]} (2)
where: 0 " 0
— if ¢ =
logz = { log|z| otherwise ®)

a=MAV - SC+UP (4)

Applying the program to the test database (40 SASWC
and 40 NSASWC frames) the results shown in table 1 were
obtained. :

In order to investigate the behavior of expression (2)
with an unknown EEG signal, a second experiment was
conducted. It consists on sliding a 1s window throughout
a 2 min single channel computing the expression (2). This
experiment mimics the online use of this technique. The
result is shown in figure 2. The bold curve is the computed
expression, and the other one is the original EEG signal.
Figure 3 shows the maximum value for the calculated ex-
pression. As can be seen, it coincides with the epileptic
seizure occurrence that should be detected.
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Fig. 2. Expression evaluated over the entire EEG signal of one chan-
nel. Vertical axis is relative amplitude, horizontal axis is time, in
seconds.

Fig. 3. Maximum value of expression 2, indicating the position where
the epileptic seizure occurs. Vertical axis is relative amplitude,
horizontal axis is time, in seconds.

IV. DiscussioN AND CONCLUSION

The purpose of this work was to investigate the possi-
bility of employing GP as an optimization method for pat-
tern recognition programs, in the specific case of short-time
EEG signals containing 3 Hz spike-and-wave complexes,
which are a characteristic of absence seizures.

It has been demonstrated that satisfactory results have
been obtained so far with the use of such technique. The
extrapolation of the conclusions should be done with care,
because the results do not point to a generalization: they
are specific to the database used. However, the results
strongly encourage the continuation of the experiments and
studies involving this methodology.
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