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Tasks in time-series & signals mining
● Classification

○ To classify distinct time-series into pre-defined classes according to their
temporal behavior

● Clustering / comparison
○ Estimate the similarity of time-series and group them according such similarity

● It is outside the scope of this course: time-series prediction
○ Based on the past behavior of a time-series, estimate its future behavior



Main components of time-series
● Trend:

○ Long-term increment or decrement
● Sazonality:

○ Short-term periodic effects
● Cycles:

○ Long oscillations of unknown duration
(cyclycal ups and downs), usually
caused by external factors

● Residuals:
○ The remainder of the signal after the

other three componentes have been
eliminated

○ They are not always clearly detectable



Steps for processing time-series
● Pre-processing:  to eliminate spurious noise (seasonality). It can be done

by sampling signal averages (low-pass filter)
● Normalization: to adjust time-series to the same amplitude scale
● Windowing and segmentation: to divide the time-series into fixed-size

(or overlapping) segments to be further processed
● Feature extraction: to apply mathematical methods to transform a time-

series into a low-dimensional numeric vector, in which each element of
the vector ha a specific meaning

● Feature selection: to reduce the dimensionality of the data
● Analysis: using the reduced vector, to apply the traditional

classification/clustering methods



Feature extraction from time-series
● Classes of features:

○ Statistics domain: mean, variance, skewness, kurtosis, standard deviation, 
etc

○ Time domain: autocorrelation, periodicity, trend
○ Frequency domain: Fourier transform coefficients, spectral entropy, 

spectral power, dominant Frequency
○ Wavelet domain: wavelet coefficients, energy in specific frequency bands, 

wavelet entropy
● Other approaches:

○ Neural networks: regular or convolutional NNs
○ Autoencoders



Important python libraries for time-series processing

● TSFEL
● Librosa
● pyAudio Analysis
● Tsfresh
● Pyts



What is the problem ? 
● How to choose the best atributes of a given dataset for 

constructing a predictive or descriptive model ?
● If the number of attributes is small:

○ If the user has previous knowledge about the data domain, just select the
more representative atributes

○ If the computational power is large, perform a factorial experimente, that is, 
test all possible combinations of attributes and compare results.

● If the number of attributes is (very) large:
○ It is imperative to use a computationally efficient method to select the 

most adequate attributes and discard the remaining



TSFEL library
● Extracts 65 features from a time-series, grouped as:

○ Time domain
○ Statistics domain
○ Spectral domain
○ Fractal domain

● TSFEL requires very low programming effort
● Documents : https://tsfel.readthedocs.io/en/latest/
● GITHUB: https://github.com/fraunhoferportugal/tsfel
● Original paper:

○ Barandas, Marília and Folgado, Duarte, et al., TSFEL: Time Series 
Feature Extraction Library. SoftwareX 11 (2020).

● :

https://tsfel.readthedocs.io/en/latest/
https://github.com/fraunhoferportugal/tsfel
https://www.softxjournal.com/article/S2352-7110(20)30001-7/pdf
https://www.softxjournal.com/article/S2352-7110(20)30001-7/pdf




Librosa library
● Specially created for music and audio analysis
● Documents: https://librosa.org/doc/latest/index.html
● GITHUB: https://github.com/librosa/librosa
● Reference: 

○ McFee, B., Colin Raffel, Dawen Liang, Daniel PW Ellis, Matt McVicar, 
Eric Battenberg, and Oriol Nieto. “librosa: Audio and music signal
analysis in python.” In Proceedings of the 14th Python in Science 
Conference, pp. 18-25. 2015

https://librosa.org/doc/latest/index.html
https://github.com/librosa/librosa
https://conference.scipy.org/proceedings/scipy2015/pdfs/brian_mcfee.pdf




pyAudioAnalysis library
● Download: https://pypi.org/project/pyAudioAnalysis/

■ Extracts MFCCs, spectrogram, chromagram, etc
■ Classify unknown sounds
■ Train and evaluate classifiers for audio segments
■ Train regression models to classification 
■ Performs dimensionality reduction

● GITHUB: https://github.com/tyiannak/pyAudioAnalysis/wiki
● Reference: 

■ https://hackernoon.com/audio-handling-basics-how-to-process-
audio-files-using-python-cli-jo283u3y

https://pypi.org/project/pyAudioAnalysis/
https://github.com/tyiannak/pyAudioAnalysis/wiki
https://hackernoon.com/audio-handling-basics-how-to-process-audio-files-using-python-cli-jo283u3y
https://hackernoon.com/audio-handling-basics-how-to-process-audio-files-using-python-cli-jo283u3y




Case study #1: Human Activity Recognition (HAR)
● It is a multivariate time-series that aims at identifying human

actions:
○ Walking, climbing stairs, descending stairs, sitting, standing, lying down

● Sensors used are 3D- accelerometers and gyroscopes (cell
phone)

● Data:  
https://archive.ics.uci.edu/ml/datasets/human+activity+recog
nition+using+smartphones

● Google Colab notebook: 
https://github.com/fraunhoferportugal/tsfel/blob/master/not
ebooks/TSFEL_HAR_Example.ipynb

https://archive.ics.uci.edu/ml/datasets/human+activity+recognition+using+smartphones
https://archive.ics.uci.edu/ml/datasets/human+activity+recognition+using+smartphones
https://github.com/fraunhoferportugal/tsfel/blob/master/notebooks/TSFEL_HAR_Example.ipynb
https://github.com/fraunhoferportugal/tsfel/blob/master/notebooks/TSFEL_HAR_Example.ipynb


● TSFEL extracts 561 features:

Case study #1: Human Activity Recognition (HAR)



● Classification results using Random Forest

Case study #1: Human Activity Recognition (HAR)



Case study #2: Comparison of Stocks in B3
● 18 stocks negotiated at B3 (Brazil) and 6 from NYSE (USA) were selected
● Closing prices between 2023/dec/4th and 2024/dec/3rd
● Stocks were divided into the following subclasses:

○ Bank sector: BBAS3, BBDC3, ITUB4, SANB11, ABCB4, BEES3 
○ Electrical sector: CMIG4, CPLE6, EGIE3, AURE3, EQTL3, ISAE4
○ Industrial sector: SHL4, WEGE3, INEP4, AERI3, KEPL3, ROMI3
○ Technology sector (USA): INTC, MSFT, AAPL, NVDA, TSLA, AMZN

● TSFEL was used for extracting features
● A deep analysis of the features was done, including the effect of feature 

selection



Case study #2: Comparison of Stocks in B3



Case study#3: Music analysis and classification
● Based on the paper: 

○ Jorge, O.C., Lopes, H.S., Métodos de Aprendizado de Máquina 
Aplicados ao Reconhecimento Autoral e Temporal de Bandas de 
Rock and Roll. In: Proc. of XIV Brazilian Conference on
Computational Intelligence, 2019.

● Objectives:
○ Authorial Classification: Check whether the musical Productions 

of the same band have their ow “signature” (style coherence)
○ Temporal Classification: Check how the musical productions of

diferente bans change style over time

http://silverio.net.br/heitor/publicacoes/2019/cbic19a.pdf
http://silverio.net.br/heitor/publicacoes/2019/cbic19a.pdf
http://silverio.net.br/heitor/publicacoes/2019/cbic19a.pdf


Case study#3: Music analysis and classification
● 4 Rock’n roll bands: AC/DC, Iron Maiden, Metallica, Pink 

Floyd 
● Production range: 1967..2014



● Preprocessing:
○ Input: áudio files in the WAV format
○ Conversion to monoaural and resampling at 16kHz

● Feature extraction:
○ pyAudioAnalysis extracted features regarding:

■ Spectral analysis
■ Chromatic vector
■ Chromatic variation
■ Spectral energy
■ Spectral entropy
■ etc

Case study#3: Music analysis and classification



● Methods:
○ Descriptive analysis: classification using C4.5, Ridor, Ripper
○ Predictive analysis: classification using Neural Network (MLP)
○ Visual analysis: T-SNE, silhouette coefficient

● Applicability
○ Authorial classification
○ Temporal classification (5- and 10-years time range)

Case study#3: Music analysis and classification



● Results regarding style coherence by band using T-SNEE
Case study#3: Music analysis and classification

Led Zeppelin
Iron MaidenMetallica

Pink Floyd AC / DC

Blue – older Productions

Yellow – recent Productions



● Results for the authorial classification using Neural Networks
Case study#3: Music analysis and classification



● Temporal classification using Neural Networks for variable periods:

Case study#3: Music analysis and classification



● Temporal classification using Neural Networks for short and long periods.
● Before 1980 musical productions are almost exclusive of PF and LZ

Case study#3: Music analysis and classification



● T-SNE: qualitative
evaluation of style
coherence

Case study#3: Music analysis and classification
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